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• “Lomonosov-2” 

• 2,9 PF peak 
• 42688 cores 

• “Lomonosov” 
• 1,7 PF peak 
• 82468 cores 

• Some 10x TF systems 
• Advanced Infrastructure 

Moscow State HPC Facilities 



Scientific projects of MSU HPC Center 
The Largest HPC Center in Russia 

 
•  Scientific groups from  350+ organizations 
and institutions allover Russia (~50 cities) 
 
•  Collaboration of leading teams and 
specialists all over the world:  
~150 collaborative projects with  
international scientific groups  
from over 90 locations worldwide 

MSU HPC Center: 
~ 3000 users 
~ 600 research projects  



600 

User Applications of MSU HPC Center 
The Largest HPC Center in Russia 

TOTAL DIVERSITY: 
• Programming Languages & Technologies 
• Algorithms & Implementations 
• Hardware & Software Envolved HPC.MSU.RU 



SW packages 

Computing Facilities of MSU 
Diversity of parallel programming technologies in use 
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Computing Facilities of MSU 
Diversity of software in use 
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Operability and productivity 

Recent “Lomonosov” stats: 
100-150 simultaneously run jobs, over 1000 jobs per day 

Idle system: expensive 
Inefficient load: expensive 
Late decisions: expensive 

 dangerous 

Monitoring and automated reactions needed 
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Operability and productivity 

Everything plays role and contributes. Total monitoring. 

• Computing HW: nodes, CPUs, memory stack, disks and storage hierarchy, 

networks, etc. 

• Infrastructure HW: much more fault-tolerance critical. It includes cooling system: 

chillers, heat exchangers, air conditioners; piping, pumps; a set of components of 

the power system in conjunction with an uninterruptible power supply; fire safety 

systems and smoke removal; access control; etc. 

• Whole SW stack: OS, package and license usage rates and peculiarities, etc. 

• Job scheduling and queuing details from various points of view. 

• Job execution details: dynamics and peculiarities of resource utilization by any 

and every executed user job. 

• Users. Peculiarities of resource utilization, using available SW, cheating, etc. 

It is imperative to permanently keep track on all components that influence 
efficiency of large-scale system output  
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Total Monitoring 

Time period: 
• Past  
 post-mortem analysis: performance analysis, event processing efficiency 
• Present  
 quick and immediate reactions, present state screening 
• Future  
 prediction and planning 
 
Role-specific viewpoints and interests: 
• User 

– Regular User 
– Project Manager 

• HPC Center 
– Administrator 
– Expert / Supervisor / Reviewer 
– System Holder 

Scopes of analysis 
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Total Monitoring 

• Recent events and HW/SW state streaming data for 
performance analysis & quick reactions 

 (monitoring systems: DiMMon, Collectd, Nagios, Zabbix, 
etc.) 
– Compute nodes  
– Infrastructure 

 

• Historic coarse-grained data  
(DataBases, CSV, JSON, logs, etc.) 
– Resource Managers (SLURM, CLEO, etc.) 
– Resilience Systems 
– User/Account Management Systems 

Data Sources 
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Total monitoring of HPC systems 

 

 

All-round and Holistic Approach practiced at MSU 
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Approach Design Principles 

• General information on every finished job must be available, including 
data from resource manager and average rate of resource utilization 
(integral job characteristics) obtained from the monitoring system. 

• The used monitoring system (sensor set, polling frequency and saved data 
coarsening) must be configured to grant availability of job profiles for all 
finished jobs right after execution with no resource-intensive post 
mortem operations. 

• There must be means for job marking and categorization based on job 
characteristics in manual and automatic modes. 

• Job information access restrictions must meet workflow regulations, 
supporting various scopes of analysis: regular user, research project 
manager, system administrator, etc. 

• Flexible configuration, supporting diverse data sources. 

 

Key feature - availability of sufficient info on every job 
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General Job Characteristics 

System monitoring: 
•  CPU user 
•  Flops 
•  LoadAverage 
•  Interconnect usage 
•  L1 replacements 
•  LLC misses 
• Memory access rate 
• GPU load 
• etc. 

Key feature - availability of sufficient info on every job 

Resource Manager: 
• ID 
• Owner 
• Status (finished, cancelled, etc.)  
• Timestamps (queued, started, finished) 
• Command line (to parse for details) 
• Partition 
• Node set allocated 
• Allocated number of cores 
• Execution time and CPUh 

• General Job Information 
– general job queue structure analysis (OctoStat) 

– stats on user/workgroup resource utilization (OctoStat, 
OctoShell) 

– based on resource manager data / logs 

• Dynamical Job Characteristics 
– represent the dynamics of resource utilization during 

application execution 

– application execution resource utilization dynamics 
analysis, finding abnormal program behavior (JobDigest) 

– based on resource manager data + system monitoring data 

• Integral Job Characteristics 
– represent average resource utilization during application 

execution  

– Resource utilization analysis for job collections 
(user/workgroup, partition, set of nodes, etc.) 

– based on resource manager data + system monitoring data 
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Approach Design Principles 

General workflow based on system monitoring data analysis  
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Job and Queue Structure Analysis Hierarchy 

General 
information on 

execution history 
for all jobs 

Integral job 
characteristics,  

job categories and 
collections, tags 

Dynamic job 
characteristics for 
any and every job 

(JobDigest) 

Administrator 

User & Administrator 
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Job History and Summary 

Ability groups: 

• Regular user 

– personal accounts only 

• Project manager 

– all accounts of the workgroup 

• Expert 

• Administrator 

 

Available for every user in personal account web page 
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Workgroup Job Collection Details 

Research project jobs summary 

“Lomonosov-2”: CPU load, GPU load, LA, IB MPI, IB FS 
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Highlighting statuses (left column) and average resource utilization (right colored block) 



Job Details 

Information on a job collection 

“Lomonosov” system 
average resource 

utilization rate  
(left to right): 

 

• CPU user 
• Flops 
• L1 replacements 
• LLC misses 
• Memory read&write 
• IB send&receive 
• LoadAverage 

Highlighting statuses (left column) and average resource utilization (right colored block) 

Categories of similar jobs by combination of criteria and tagging: 
• Formal criteria (mostly thresholds) 
• Machine learning 
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auto_low_gpu_load + partition_GPU 

 

Information on a job collection 
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Single core jobs not in test partitions 

 CPU_user LoadAvg single node 

Up to 3 days long! 

Information on a job collection 
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Information on a job collection 

 

auto_avg_CPU_idle TOO HIGH  (CPU idle > 25%) 
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auto_avg_CPU_idle TOO HIGH  (CPU idle > 25%) 

Information on a job collection 
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JobDigest 

 

 

Analysis of job behavior and resource utilization dynamics 
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The JobDigest Report 
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JobDigest report blocks: 

A – General job information, 

B – Dynamic job characteristics,  

C – Integral job characteristics, 

D – Tags and job categories. 



Resource manager data 

Integral job characteristics 

JobDigest 

Dynamics of resource utilization execution 
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Усредненные значения  

CPU Load  

LoadAvg 

JobDigest 

Dynamics of resource utilization execution 
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CPU Load  

Master-Slave model 

JobDigest 

Dynamics of resource utilization execution 
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•  

CPU Load  

Synchronizations can drive to limited scalability 

JobDigest 

Dynamics of resource utilization execution 

Time 

N
o

d
e 
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CPU Load  

Many idle nodes at a time...  

JobDigest 

Dynamics of resource utilization execution 

Time 

N
o

d
e 
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MSU/Uppsala application analysis 

Joint project on apps analysis under STINT support 

• Three different applications from Uppsala: 
1) “Chunks and Tasks” programming model.  

Evaluation of previously developed code at Uppsala.  
2) Parallel block preconditioned inner-outer solvers with 

application to Glacial Isostatic Adjustment (GIA). 
Extensive usage of third party libraries. 

3) The Fast Multipole Method (FMM).  
Self-written code at Uppsala.  

 

• Methodology 
– Providing MSU’s Lomonosov-2 system as a testbed 
– Scalability and overall resource utilization analysis with the 

tools developed by MSU based on system monitoring 
– Further diagnostics with other tools (Scalasca, Valgrind, mpiP) 
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MSU/Uppsala application analysis 

Parallel block preconditioned inner-outer solvers with 
application to Glacial Isostatic Adjustment (GIA) 

1) JobDigest demonstrated low memory locality on the 
last phase of program execution – the solver 

2) The solver demonstrates worse scalability among all 
application phases 

3) Profiling of a single thread execution with Valgrind 
shows, that most time is spent in library call to 
epetra_dcrsmv_, which is internal function for sparse 
matrix - vector multiplication routine from Trilinos 

4) The communication pattern shows that most 
interactions are seen between neighbor processes 

(1) 

(3) 

(4) 

(2) 
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Taking care of resource utilization and productivity,  

take care of your users! 
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Thank you! 
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